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Abstract. In this article we analyze common human language technotegy
quirements and the possibility of implementing them usinmgl @&frastructure.
Different possibilities for the setup of an execution eaniment are treated and
the standard PKI based Grid security approach is explaimi¢hlan emphasis of
securing data access in a potentially untrustworthy enwirent. Two examples
of running unmodified NLP applications are presented.

1 Introduction

Increasing computing requirements for acquiring and @siog large textual data-sets
and working with larger and larger corpora in Natural LarggiBrocessing (NLP) and
related disciplines together with ever increasing avditsbof computing resources
allow us to work on NLP algorithms and tasks that were impcatjust a few years
ago. The core of the problem shifted from obtaining accessntmugh computation
power and from optimizing algorithms into developing effiti ways of allocating the
computing resources to various tasks and into finding efficieays of dealing with
huge amounts of data. Since the most accessible computirgement moved from
large centralized supercomputers into the vast number aifadole servers connected
with the ubiquitous Internet, a new paradigm in computingeyed: massively paral-
lelized algorithms running on widely distributed netwodfsnterconnected computers.

One of the infrastructure approaches is the Grid networkchvprovides a com-
plete environment for heavy-duty computational taskshwibrking solutions for user
authentication, data storage, distributing load over tlalable resources, access con-
trol and the whole infrastructure for user managementt Egsd mostly for computing
tasks in high energy physics, the Grid is nowadays used $stm several different
research areas. The use of Grid infrastructure for NLP has peeviously discussed
with several proposals (cf. [19], [4], Neuroth et al. [149],[[10], [12], [11], [13],
reviewed in [6]).

In this article, we explore the idea of utilizing the Grid ria$tructure for NLP-
related tasks. Not just the computational requirementsalso commonly useful fea-
tures of shared data repositories and existing Grid sgdeatures are discussed. Since
the whole Grid environment runs exclusively on the GNU/bimyperating system
(although there are efforts underway to port the Grid safévta other Unix-like plat-
forms, such as the BSD family and Mac OS X), our point of view deliberately be
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rather ‘GNU/Linux centric’, and the discussed softwareimmnment and tools will be
implicitly understood to be GNU/Linux specific (unless sthbtherwise).

2 Legalissues

The actual deployment of Grid computing in the natural lagg processing area
(especially relevant for corpus linguistics) faces sped#gal issues — the data being
processed are in majority of cases copyrighted, and thamaséestitutions either have
very strict legal agreements governing the use of the dataseooperating entirely on
copyright law sections allowing scientific and researchafsthe data fair usein the
U.S.A. jurisdiction, citation and educational use in mafithe EU countries’ copyright
laws). The situation is somewhat similar to the problemsaers of Grid computing in
health care systems — though in that case, metadata are His@nasitive and protected
part of the data-set, while in corpus linguistics the dag texts in the corpora) are
sensitive, but the metadata is usually freely accessifile [1

In any case, the research institution using the data foarebemost likely does
not have the right to distribute the daaa all. If the contractual obligations prevent
the institution from physically copying the data beyond phemises of the institution,
it might be still advantageous to use the Grid infrastruefior computing clusters of
the institution itself, and use middleware functions taniesdata-replication to those
processing nodes and data storage elements physicaltgtbicethe organization. This
way, the whole Grid can still be used for less sensitive tagk$or post-processing
the results of operations on sensitive data (when the posepsing does not include
access to sensitive data), while at the same time the congputides will be available
as part of the whole Grid computing pool when they would beitdé otherwise.

While the actual uploading of the data to Grid-enabled gf®@iia not to be consid-
ered a form of ‘distribution’ as long as no other person oranigation is allowed to
get the data, it is nevertheless desirable to protect theefdatn casual snooping. For
one thing, an administrator of the Grid node where the dayaiphlly reside can get
access rather trivially; and while he or she is legally ofdighot to misuse his access
(usually by rather strict agreements, in the case of Eumo@gdd infrastructure), a
measure of additional protection seems to be necessaryveit @ata leaking in case
the computer hosting the Grid node is compromised, unbekriowhe administrators.
We discuss security measures used in the Grid infrastmigtithe following section.

3 Software environment in the Grid

The different implementations of Grid middleware all felldthe same workflow: the
user has to provide a way to parallelize the computing taskninmber of jobs that can
be runin parallel and encode the solution by providifmespecificationindicating the
data files required (using URISs), suitable computing emuinent (ABI, API, execution
environment), computing time and resources needed (wadl;iRAM, disk) and a way
to store the results.
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This can be done manually, and a job is then submitted withdecdeed command,
or, alternatively, can be done with the help of a dedicated eeplication, usually
domain or experiment specific.

The system then takes care of selecting the appropriatesgeicind free worker
nodes, downloading the data files, making the pre-instaltétivare (execution envi-
ronment) available and starting the job script. A numberomiig enable the user to
monitor the progression of the task, including its standaplit and standard/error
output, working directory contents etc.

When the job finishes, it may upload the resulting data files @rid-enabled disk
storage, or, alternatively, the user can use command-diaks to download the data
from the working directory directly.

To make the system work reliably and securely, a number afrin&tion, moni-
toring and accounting systems are part of the infrastrecturaddition, an advanced
security model is used to ensure resource protection ardimtagrity. As we have to
consider this system’s suitability for protection of cojgited data-sets in linguistic
resources, a short overview is presented in the followitogsation.

3.1 Security

Computing grids had to be very security-conscious from #ny beginning, since the
very premise of a Grid network is, from the point of view of tite administrator, to
give external users access to the local computing infrefstre and, from the point of
view of Grid users, to entrust data and applications to whéd foreign sites.

Moreover, the basic requirement for a viable, scalable asthéable security infra-
structure in the context of large Grid networks has to be asbbolution with as few
single points of failure as possible to avoid failures ofiséyg services that could effect
negatively the availability of the whole infrastructure.

Grid security has several componer{ts): Authentication, a method of confirming
the identity of the user or organization behind an operatisimplemented on the
basis of the Public Key Infrastructure (PKI) and standard9@8igital certificates (with
a number of extensions to facilitate the use of PKI in the exinbf Grids).(b) Au-
thorization is provided in the framework of virtual orgaaiions (VOs), a mechanism
enabling Grid users all over the world to organize themsebe&cording to research
topics and computing requirements, regardless of geographstraints, and permit-
ting sites to regulate the use of their resources accordingser, discipline, software
requirements et¢c) Monitoring and ticketing permits users and administratoiiesep
track of infrastructure availability and to react to teataliand security matters in a
timely fashion.(d) Accounting reports on the use of the infrastructure and lesahe
community to regulate and enforce the use of the infrasirect

Public Key Infrastructure. Public Key Infrastructure, first introduced to the general
public in the context of securing the web and enabling oa-ihopping and banking,
has become the standard authentication model in many apiplicdomains. Defined

3 See [5] for architecture overview of the NorduGrid ARC migldare.
4 For an overview, see [8].
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by a number of Internet Drafts, RFCs and standards, PKI isdelwideployed and
evolving systent.

PKIlis based on the property of asymmetric ciphers, wheréerdnt key is used for
encryption and decryption. This property allows the entioypkey to be always kept
private and secret and the decryption key to be public, bspablished with some
information about the owner of secret key in the form of a x8@ftal certificate.

In PKI, such a digital certificate is used as the token of idieation: it is issued
by a certification agency (CA) on the basis of an identifigafioocess (i.e. checking
legally acceptable personal ID documents in person). Butértificate is coupled with
a secret key that has been generated by the user requestiogrttiicate and is never
exposed to the CA. To issue a certificate, the CA now sets upnrdtion about the
entity (user, host or service) to be certified in accordawocthé identification data
provided in a standard form called a Distinguished Name (RiNowing a LDAP-
like name schemeCN = Joe User, QU = My Departnent, DO = Institute of
Di spersive Linguistics, DC = San Marino, and signs it with their own secret
key from the CA certificate.

This scheme ensures that nobody, not even the CA, can usettificate (since
only the owner of the certificate possesses the secret keiypratects the information
in the certificate with the signature, produced with the GAig secret key.

To make the system work, CA certificates with public keys arelighed in a well
advertised manner (or shipped with software, such as. walidars, Grid middleware
packages and GNU/Linux distributions). Recipient of a doent or a connection that
uses a client certificate and is encrypted or signed with suzértificate can therefore
verify that the document or connection really was encrymiedigned by the said
certificate by decrypting it with the public key included imetcertificate, and it can
verify the information in the certificate by checking thetdarate with the CA public
key in the same manner.

A number of additional security measures are used in the: GAdsecret keys are
kept in off-line systems or in dedicated certified hardwareloies (hardware security
modules or HSM) while end-entity certificates are re-isswét new keys yearly or
kept in hardware security tokens. In addition, actual usetifecates are never entrusted
to non-trusted entities: for almost all operations in théGshort-lived proxy certifi-
cates are used instead (described bellow).

Virtual organizations. While PKI provides authentication, a different system isched
to provide authorization, i.e. to help decide if a given u$rst or service is to be
allowed to carry out a specific task: use a specific resoureeogss specific data. In
the context of Grid computing infrastructure, this rolemgplemented in the framework
of virtual organizations (VOS).

A Virtual Organization serves two purposéa) As an organizational form, a VO
permits a number of researches from different organizatiasually geographically
dispersed, to collaborate and share tools, data and resoflrcin the Grid security in-
frastructure, a VO provides means of regulating accesstmurees, i.e., a VO provides
authorization after authentication is provided by PKI.

5 See [2] for an extensive up-to-date overview of the reledacuments.
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With this combination of roles, Virtual Organizations hawreven themselves to be
most efficient in enabling a higher level of internationdlaporation and have permit-
ted the European Grid network to foster new, faster devedyrim many disciplines
by providing an unprecedented framework for internatiamedibboration.

In practice, members of a research project or a disciplimesed up a VO and
decide on its modes of operations and access to resourdesimependently. They
have to decide what kind of tools the VO members will be usinthe Grid, define the
data formats, prepare data repositories, develop execetisironments with the tools
installed and set up a Virtual Organization Membership Berserver (VOMS server)
to store authorization credentials.

Then some resources have to be made available to the conym@ini® members.
In practice, that means obtaining support of a number of &téb (organizations own-
ing computing clusters partaking in the Grid) that have toficure their Grid middle-
ware installations to include the new VOMS server in its auttation procedures and
to either install the execution environment (or, more mlally, environments) for the
VO or give access to some members of the VO so that they caorpetifie installation
and maintenance if the execution environment on the sit@ské/es. Additionally, a
number of Grid storage elements (SE) has to be configuredow #ie VO members
to access and store the data on their disk space.

Proxy certificates. With the VO and VO supporting Grid sites, a VO member can
submit Grid jobs and access VO-owned data using his cetéfiddis is implemented
in an indirect manner by means of Grid proxy certificates, astioned previously in
the discussion of PKIl infrastructure.

Grid proxy certificates aréa) primarily used to permit a job to authenticate in the
name of the user spawning the job, without the requiremedirett user interactions
during the course of the job. This means that the proxy ceatii must have the same
DN as the users’ certificate, but it has a different secretkeigh is not protected with
a pass-phrase that would require user interaction on theoeayg. Proxy certificates are
generated with a tool that uses the users’ certificate to thigmproxy (as if it were a
CA), thus confirming that the proxy was indeed generated éy#er. In addition, gird
proxy certificates are protected with file permissions amdaways short-lived (from
several hours to a few weeks) to mitigate the risk of the utgated secret key.

To interact with the VO authorization system, the user gatesra VOMS Grid
proxy certificate that obtains special certificate extemsivom the VOMS server and
incorporate them in the proxy certificate. These extensémeede VO group and role
attributes of the user and are themselves signed by the VGI&swith its service
certificate, using the PKI infrastructure’s authenticatiacilities to implement an au-
thorization layer.

In this manner, a job can obtain authorization to use compgutsources and data
simply by providing a suitable VOMS proxy certificate. It¢riiiutes are recognized by
the Grid manager servers that provide it with to data stofstgeage resource managers,
SRM) and other resources.

As and additional level of security, Grid managers assigthgab a temporarily
unique user ID in the underlying operating system mappeu ite active VO role in
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such a way that no jobs with different roles (and thereforeptially different access
permissions) can share access on the underlying impletimmta

In this way the system implements fine-grained control ofieruse of Grid re-
sources and data without any reliance on the availabilitgudhentication and autho-
rization servers, thus avoiding a single point of failurattivould have a significant
impact on the scalability of the system.

Data Protection. Using these security components, additional measurestafpita-
tection can be implemented when necessary. In the contéiti®fsuch a measure is of
critical importance, since most of the data-sets in coripggistics contain copyrighted
texts that need to be protected.

To solve this problem, the corpus data has to be suitablyepred where it is
permanently stored. Therefore we propose to store the satpta in encrypted form
in a dedicated storage element and set up the access aatlwriin such a way that
access is restricted to VO users who belong in a VO group akusbo signed the
necessary legal agreements to access the data. Furthemeopeopose that the data
is transferred to the untrusted environment of Grid worlades, where jobs perform
their computations, in the encrypted form and that the dey keys are issued to the
jobs protected with asymmetric encryption decryptabley doyl the job’s Grid proxy
keys so that only the jobs can access the keys and decrypathae d

In this manner, access and decryption is regulated withutteosization of embed-
ded VOMS attributes in the proxy certificate without any diddial authorization steps,
while the data is never shipped or stored in unencrypted.form

If the tools used by the job have to store temporary files ok, tiese are protected
from other processes (with the exception of system admatdsts, who are already
bound by strong agreements pertaining to data securityeGthd) and are in addition
of short-lived nature.

There exist different implementations of the system déschi The simplest form
involves the use of a decryption filter in the job script andhither simple to deploy. A
more flexible solution, based on CryptoSRM (cryptograptucage resource manager)
and Hydra Key Storage (a distributed fragmented encrygkmnstorage system) is
described in [17].

4 General requirements of NLP related tasks

Contemporary NLP tasks are rather varied; some of them mequibt of “pure” com-
puting power, but many tasks, especially in the area of lipguistics, merely pro-
cess large data files. From the software point of view, théstased cannot be more
diverse — they are often programmed in typical computerdagegs, like C or C++,
but a lot of data processing is done in scripting languages) as Perl or Python, and
Java is increasingly popular, and more often than not, oeeifip task uses several
different tools bound by short programs written in a shefigcThe use of (high level)
scripting languages even for the computing intensive taséans that the analysis is
less effective than it could be, but the ease of creating amidtaining the tools more
than outweights this particular disadvantage. From tHlsvie than the tools are often
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fragile and require a specific environment, which sometimeans that even using a
different GNU/Linux distribution that the one the softwdras been developed on can
be a major problem.

The Grid environment, due to its initial connection with thge in High Energy
Physics, predominately uses Scientific Linux CERN distidou (SLC) version 4 for
the job computing environment (with a changeover to verSionrrently in progress).
The ideal solution would be of course to put all the necesbhuy software into the
execution environment (which is available at each of the pating nodes) and use
the standard distribution. It is, however, sometimes mudahentonvenient to use an
operating system environment more suitable for the usedstlagir tools. There are
two possible solutions: to run under a chroot environmend arse virtualization. Both
options are discussed below.

4.1 Userspace and full virtualization

Chrootis a UNIX system that changes the effective root ofitagystem for the process
and its children. The basic usage for chrootis twofold:iitbe used to restrict untrusted
(or potentially dangerous) processes from accessing ttteofethe filesystem, or it
can be used to run processes in a different filesystem emagon(different filesystem
layout with different system executables and dynamic lieg). It should be noted that
chroot does not offer true virtualization since isolatioonfi the host system is not com-
plete —in particular, system kernel, networking subsystathprocess management are
shared with the host system, so that the processes in thete&maronment cannot bind
to sockets that are used on the host system (and vice vensj,aocess management
is to be possible in a chroot environment, fhec filesystem has to be mounted inside
chroot environment, enabling the guest to access the imftiomabout host proces§es

On the other side of the spectrum, there are complete vizatan solutions, emu-
lating the guest system. These can emulate the CPU conmyietsbftware (approach
commonly used in emulating vintage computers on moderrepipersystems, or when
a computer platform switches the architecture), or run tresgmachine natively, trap-
ping and emulating only privileged or unimplemented instians. Modern computer
architectures usually offer dedicated hardware featuréacilitate the implementation
of virtual machine some mainframe architectures even offer complete, seanile
tualization in hardware.

Then there are several different approaches that lie soerewih between those
two extremes, ranging froifa) paravirtualization, which requires cooperation from the
guest operating system kernel (in order to achieve nedgigibrformance loss due to
the virtualization), used e.g. by th&N virtualization solution; tab) compartmental-
ization (i.e Linux virtual servers anthenVz), which divides the host operating system
into different compartments with completely separatedesses, network access and

6 This does not matter as much as it seems as long as the chprotsed run under different
PID from the host ones, because a non-root user cannot affest processes, and a chrooted
superuser can break out of the chroot anyway.

7 Until rather recently (before the introduction of VT-x andW®-V), such features were not
available in common Intel-compatible off-the-shelf corrgya.
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filesystems but sharing the same kernel; to vanilla kernelaspace support, which
only separates user and process management (slightlydéxgechroot separation).

The virtualization techniques mentioned differ on perfanoe impact [15] — rang-
ing from none at all in case of a simple chroot or chroot witmeapaces, over very little
for OpenVZ-like compartmentalization to a more significant one fot fitualization.
The specific areas of impact vary, too —while the raw CPU perémce rarely decreases
by more than a few percent (with the exception of completengot emulation of the
guest architecture), I/O penalties are sometimes severe.

From our point of view, the best way to use the specific sofvisto install it inside
a runtime environment which is made available to the jobsnhbmitted to the Grid.
This is directly supported by the Grid infrastructure angluiees no additional steps or
privileges. However, at this time this requires a signiftaffort, since all the tools and
their dependencies have to be compiled (or installed in astamdard location inside
the runtime environemnt) on the standard SLC distributidrich can be a problematic
if the software has many external dependencies.

Installing a chroot environment, on the other hand, enalde® avoid porting the
software to the SLC distribution — inside the chroot, we castdll any reasonably
standard GNU/Linux distribution and any necessary softwzackages. In addition,
many of the commonly used distributions already have supfpor(at least partial)
installation inside a chroot environment built in. But iretcontext of Grid infras-
tructure this solution has a significant disadvantage gsinequires support from the
cluster administrator since chroot environments are neamdard feature of the Grid
environment.

Using a complete virtual machine allows us to run a compldt@J@&inux distri-
bution, with completely separate networking support aret nsanagement, including
the ability to run processes with superuser privileges,thadbility to use filesystems
otherwise not supported by the host systeBut the main advantage is the possibility
to run completely different operating syst&nHowever, installing and using virtual
machines requires not just administrator cooperationpfieh also nonstandard host
operating system extensions (such as special kernel ng)ddee of the more interest-
ing virtualization systems in this context is User Mode binwhich doesotrequire
any special host support, runs as an ordinary user procdggavides a complete guest
Linux kernel environment. Unfortunately, guest enviromtie this case suffers from
a big 1/0 performance degradation, which can be a noticgatalblem when dealing
with very large corpus data.

While there is significant research in the use of differentdkiof virtualization in
the context of Grid technologies, this is not a wide spreatlie at this time. We have
been able to use clusters with full support for chroot emérnts, but we realize that
for quick adoption and widespread use of Grid computing irPNborting of tools to
the most often supported environment, i.e. SLC, will be Bsasy.

8 Such as encrypted filesystems.

9 Therefore we can use e.g. the tools available only for Mimit§s Windows® family of
operating system, if we can get around their mostly poimt-eitk nature and run them
noninteractively.
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5 Proof of concept

This section presents and experiment in using the Grid towgewo NLP tasks for
the Slovak language. The first subsection introduces Tett@vmachine translation
system, the second morphosyntactic tagging withdagand the third gives the exper-
imental usage of the two systems on the Grid.

5.1 TectoMT

TectoMT [20] is a software framework aimed at machine tratish at the tectogram-
matical level of analysis. The system is modular — the fraorkvitself consists of
many independent modulésl@cksin TectoMT terminology), each implementing one
specific, independent NLP-related task. Each of the blogksRerl module that inter-
acts with the system using a single, uniform interface. Hexesometimes the module
serves only as a wrapper for the underlying implementatioanother programming
language. The tectogrammatical annotation and consdytleatTectoMT framework
primarily stores linguistic data in its own format, calleMT. TMT is an XML-based
format, designed as a schema of the Prague Markup Langudje t?[16]. Never-
theless, its blocks are by no means obliged to use this format

TectoMT has been developed with modern Linux systems in jand as such
its installation requirements are easily met by any contaamy Linux distribution.

It should be noted that TectoMT, being written mostly in Pddpends on many ex-
ternal Perl modules and its installation scripts are iigetit enough to automatically
download and install any missing dependencies; this, heweicumvents standard
distribution packaging systems, therefore it is bettenstéll all the necessary packages
with the packaging system tools before attempting to ih&dtoMT. There are also
some C language modules that are not compiled by defaultydue to be compiled
separately inside the TectoMT installation source tree.

TectoMT also has some built-in capabilities for paralladian of its tasks, using the
Sun Grid Engine — it is possible to adapt the Sun Grid Enginehbsoftware to various
Grid middlewares [3], but TectoMT can be run on the Grid systrectly without
relying on its internal parallelization possibilities tife user takes care of splitting the
input data into appropriate chunks for parallel processing

5.2 Tagging a corpus

Morphosyntactic tagging of the Slovak National Corpus tste®f two steps. The first
performs morphosyntactic analysis, where each word inripatitexts is assigned a
set of possible morphosyntactic tags. This step essgntialisists of looking up the
possibilities of lemma/tag combinations in a constantloiada table using the wordform
as a key, with an additional step for unknown words, wherdigt®f possible tags is
derived from the similarities of word endings to the onespre in the database tables.
The software is implemented in the Python programming laggwand is actually quite
fast, since the core of the task consists simply of a lookruihé possibilities in the

10 Not to be confused with the Physical Markup Language.
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tables, and most of the CPU work is spent on I/O operationsjnmathe input file and
assembling the output. On a reasonably recent hardwaet ¥abn 2.33 GHz CPU) it
is able to process over 10 000 words per second. It can alstigiae easily, since the
words can be analyzed independently of each other.

The second step is disambiguation, where each word is &sb@mnique lemma
and a morphosyntactic tag out of the possibilities assigndde first step. For dis-
ambiguation, we usenorCe an averaged perceptron model originally used for the
Czech language tagging [18], re-trained on the Slovak nibnaanotated corpus.
Disambiguation is much slower that the morphology ana)ytsigverage speed reaches
only about 300 words per second. Parallelization at theicgimn level is also not
possible without some redesign of thmrceitself, but the nature of tagging makes it
easy to split the input data into as many chunks as we wantamdoerceinstantiations
in parallel.

Given the speed differences between morphology analydisisambiguation, we
can safely consider the morphology analysis execution tiegwdigible and design the
whole tagging to be done in one step, without the need to lpzal the morphology
analysis process while the disambiguation is to be run ialfehr

5.3 Installation and usage

As our GNU/Linux distribution of choice is Debi&h we did all the testing on the
Squeeze (testing) Debian distribution, which is a “moviagyéet” distribution, meant
for users that want newer version of the distribution andlited packages, but do not
want to deal with (potentially) broken bleeding edge paésdgom thaunstableDebian
repositories. To summarize, a package will get itgstingif it has no release-critical
bugs, has spent several days in timstablerepository and its inclusion itestingwill

not break other packages. We usestingdeliberately, because it is advantageous to use
new versions of the required packages which will not becobsolete in near future,
even if the packages bestingrepositories will be rather quickly replaced by still newer
versions.

Debian has a standard method for installing the base systenaichroot environ-
ment, implemented by a tool, callédboot st rap[1].

Once the chroot environment was created, we proceededstatiéal TectoMT Perl
dependencies into the chroot system. Finally, we ran théoT&E installer. Similarly
we installed the Slovak version of thmorCe software from within the chroot. The
installation process was unremarkable comparing to a aegndtallation.

After the chroot environment had been prepared and indtaltethe Grid servers,
we were able to submit batch jobs with either TectoMT or tlsadibiguation tasks. We
used the Grid infrastructure to morphosyntactically tad analyse the spoken Slovak
language corpus [7]. We divided the corpus (434676 words) 11 approximately
equally sized chunks and submitted them to be tagged in Jgpemntient batch jobs,
then joined the results. The run times ranged from 103 to 286reds, with the average
time around 141 seconds per {8bEven including the overhead spent on submitting

http:// ww. debian.org
12 Times mentioned arevall times i.e. total time elapsed from the beginning to the end of the
task, not including the time spent waiting in the job queudawnloading the data files.
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and waiting for the job to start, this is a significant redostof the total time needed to
tag the corpus. In fact, as far as the typical Grid tasks aneemed, our jobs were very
short, and we could achieve less overhead by running loder(a typical Grid jobs
takes from 2 hours to more than a day). Such a s setup will iyctua typical when
tagging a bigger, representative text corpus.

6 Conclusion

We demonstrated the possibility to use the Grid infrastmecfor NLP related task.
From user point of view, a Grid computer behaves like anyradi workstation running
Scientific Linux CERN distribution; however, in this aréclwe discussed different
methods of using a custom GNU/Linux environment (or evertlarooperating sys-
tem) to better support the tools needed by the user. We sehdipested a chroot
environment running Debian GNU/Linu&queezéistribution. Installing and running
TectoMT framework inside the chrooted environment wasgititéorward; similarly we
experienced no obstacles in installing and using the Slavajuage morphology tagger
— we therefore do not expect any problems in deploying ali&iof “well behaved”
Unix (Linux) based software.

However, in order to truly exploit the Grid potential, we &age a scheme where
the linguistic data (especially text corpora) are storetherGrid infrastructure as well,
and the existing Grid access control infrastructure isrekee in order to be provide
secure access to the data to third parties interested issingehe data in such a way
that all the limitations and conditions arising from the goght law and other binding
agreements are met.

In this way, we hope that the Grid infrastructure will soorctrme available to
researches in computational linguistics and, by multiyithe computing resources
available, will speed up linguistic research tasks and lenab to develop new algo-
rithms, research methods and tools.
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